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Răzvan GhiŃă 

Programming Methods for Road Traffic Control 
Video Applications  

This paper aims to present an application capable of detecting the road 
traffic load in urban areas using an infrastructure of video cameras in 
conjunction with a well known programming language: Lab View. The 
presentation will highlight the role played by video detection technol-
ogy, what advantages it offers and some examples of its successful use 
in the area of public transports. Developments in recent years clearly 
show that video systems certainly can, and will, establish themselves in 
the market. Also, an important aspect of the application consist of the 
advantage that it can determine the degree of occupation of a traffic 
link at certain hours, but it also can realize a traffic optimization by in-
terconnecting this application with a traffic light adaptive, control sys-
tem. 
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1. Introduction 

The system function will consist in road traffic monitoring with the help of a 
video camera infrastructure. The video cameras will be connected, using video ac-
quisition boards, to the main traffic management servers, the information being 
transmitted via a fiber optic local area network. The images are captured and 
processed using the Lab View programming language. The vehicles entering the 
region of interest will be automatically counted. The traffic flow will be measured 
and, this way, it will be optimized with the aid of the traffic lights signal control. In 
the same time, a database containing the traffic flow data for each day and hour, 
can be saved for future optimizing operations. 

For a better traffic management it will be possible to create regions of interest 
which will generate an alarm for different incidents like accidents, illegal stops and 
parking, driving on dedicated bus or emergencies lanes, etc. 

 
 

ANALELE UNIVERSIT ĂłII  
 

“EFTIMIE MURGU” RE ŞIłA 

ANUL XVIII, NR. 2, 2011, ISSN 1453 - 7397 
 



 170 

2. The front panel  

The application consist of two parts, one is the user interface through which 
the operator can supervise the ongoing process and will be able to make minor 
modifications to the detection mode, and the block diagram which contains the 
source code and won’t be available to the traffic operator. This block diagram will 
be available only for the programmer for improving the application, calibration 
(needed in uncommon areas which have particular properties), also for adding new 
controls and features that can be used by the traffic operator. In the following pic-
ture the user interface of the application is presented. Not all the features pre-
sented in this example are absolutely necessary for the operator to run his activity, 
these were added just for a better understanding of the process.  

 

 
                       Figure 1. The user interface (Front panel). 
 
The first group of controls/indicators that is shown in the front panel, is the 

group which allows the operator to view the number of the current frame (the one 
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displayed on the screen). We can find here the frame rate control button and also 
the indicator of the pixel value, detected in the region of interest. From here the 
image mode can be modified by selecting one from the following intensities op-
tions: green, red, blue or RGB. The button from the right side allows the modifica-
tion of the frame time delay, resulting in this way a certain frame rate. 

For optimizing the energy necessary for the video cameras to operate, and al-
so for saving the bandwidth necessary for data transmission, an inductive loop will 
be simulated. This loop will detect the vehicle coming towards the intersection, and 
it will be active only during the night hours. When a vehicle travels on a link, it will 
be detected upstream by the inductive loop, the video camera will exit the stand-
by mode and begins capturing and transmitting the images to the control center. 

If the operator needs a better control for the detection process, the applica-
tion can be provided with an optional set of controls that allows the setting of the 
region of interest (ROI) and also the modification of the luminosity and contrast. 
The region of interest can be placed in any desired area of an image obtaining, in 
this way, a better calibration. The ability to change the luminosity and the contrast 
values, allows us to obtain different values for the detected pixel. By doing this it 
will be possible to adjust the detection properties to match the requirements of a 
special area. In the image below we can see the group of controls in charge of this 
calibration. 

 

 
                   Figure 2. ROI and image setting controls. 
 
After configuring the parameters the program is ready for the detection proc-

ess. The number of the detected vehicles is displayed into a special group of indi-
cators. This group is divided into two areas. The first area uses a dynamic method 
to count the vehicles, in this way the pixel values are monitored and a threshold is 
defined. The number of vehicles will be incremented when a pixel value that is in 
the range defined is followed by a value that is above the threshold defined. Using 
this method the vehicle number is incremented in real time while they are passing 
the detection area. The total number is determined and dynamically displayed. In 
the second area the vehicle detection method remains the same, but the detection 
of the heavy vehicles changes. They are determined after a certain number of ve-
hicles have already passed, and displayed at certain time intervals, as we will be 
able to see in the following. 
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In addition to these controls the operator will be able to supervise the process 
with the aid of two video streams. One of them is used for traffic monitoring, and 
the other contains the region of interest for incident and vehicle detection. 

       Figure 3. The video stream (left) and the region of interest (right). 
 
The region of interest will define the area that will supply the information to 

the detection blocks from the source code. These blocks will feedback the values 
of the pixel intensity  to the front panel using charts and graphics like the ones in 
the pictures bellow. 

 
     Figure 4. Chart showing the real time pixel values (left) and graphic (right). 

 
The graphic shown above will be used in the heavy vehicle detection. The 

values from this graphic are tested for errors and all the values that reach a de-
fined threshold (established by the programmer) are considered detection errors 
and eliminated. These values are not specific to any kind of vehicles and they ap-
pear completely random. The graphic that shows this value testing is shown below. 

 
Figure 5. The value testing 
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Using this method the values over 0,6 are eliminated. The values that match 
the condition will be mediated and then used in heavy vehicle detection. Using 
these values another graphic will be drawn, and his peaks will determine the num-
ber of heavy vehicles that have been detected in the region of interest. In the fol-
lowing picture the graphic on which the peak detection has been applied is shown. 

 

       Figure 6. Peak detection graphic 
 
After the configuration and acquisition of the detection data, the user can 

store all the data into a report that can be printed when needed. To print the re-
port the path where this document will be saved must be entered into the field 
below. 

 
 
                               Figure 7. The report file path field 
 
After launching the printing command a file that contains information about 

the vehicle number and classification will be stored on the hard drive. This file also 
contains the number of video frames that were transmitted, the pixel value and the 
region of interest settings. 

 
3. The block diagram – image processing  

The block diagram represents the source code that is hidden behind the front 
panel and manages the data stream that flows from the front panel to the bloc 
diagram and back. In this particular case the block diagram is divided into a couple 
of parts that perform different functions like image processing, vehicle detection, 
vehicle counting and classification and generation the report. 

Bellow the first part of the block diagram is shown. This part is responsible for 
the image processing and detection. 
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                            Figure 8.Image processing and detection 
 
Lab View cannot handle large areas of memory, needed for image saving, 

that’s why the image processing responsibility shifts to the IMAQ Vision module. A 
8 bit image with a resolution of 512x512 fills 262,144 B or 265 KB of memory. The 
images are directly handled by the virtual instrument “IMAQ create”. Each image 
must be associated with an unique name, which defines a generic structure repre-
senting all the aspects contained and associated with an image. An image structure 
may contain different information. This structure is interrelated with the image 
processing and the necessary functions. 

This kind of image structure represents an entry for each virtual instrument 
(VI) and is also a specific data type which results directly from the execution of a 
“IMAQ create” VI. To be able to be executed, the virtual instrument must contain 
information about the image to be processed and the image that must receive the 
results. 

To create an image the following procedure must be used. 
  

 
      Figure 9.The Virtual instrument for image handling 
 
Several images can be created by executing this VI a number of times equal 

with the number of images required. Each image created needs an unique number. 
The number of the required images can be determined from the application analy-
sis. In this case the images are extracted one by one with the aid of a “FOR” in-
struction which has a number of iterations equal with the number of images that 
must be handled by the VI. 

Another Vi is used to read the image: “IMAQ Read File”. The image format 
can be a standard one (AIPD, TIF, BMP, JPEG) or it can be a non-standard format. 
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In each case the extracted pixels are automatically converted into the type of im-
age that flows through the “image” entry filed. 

 
 Figure 10.The Virtual instrument for image reading 

 
For displaying the image the program uses a library which contains the virtual 

instruments capable of displaying the images in certain windows and also in charge 
of opening and closing this windows. 

An example of such a virtual instrument is “IMAQ Wind Draw”. This Vi displays 
the image in a window which automatically appears when the VI is executed. Usu-
ally the windows is not endowed with scroll bars, but these can be added using a 
different instrument. 

 
Figure 11.The Virtual instrument for image displaying 

 
In what concerns the detection, it can be made by determining the intensity 

of the pixels which are located in a region of interest configured by the operator. 
This way the region of interest can be used to focus the image processing and 
analysis on a certain area of the image. The ROI can be configured using standard 
or free edges. The IMAQ Vision user has the following options: 

- The association of a ROI with a window; 
- The extraction of a ROI associated with a window; 
- The deletion of an active ROI; 
- The transformation of an image mask into a ROI. 
An image mask which is converted into a region of interest, must be able to 

support an offset. The offset is used for placing the newly converted ROI into a 
space of another image. 

The descriptor of a ROI (a cluster) contains the following elements: 
- The margin rectangle; 
- The list o regions, which contains a margin identifier (0 – for the exterior 

margin, 1 – for the interior margin); 
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- The type of the margin; 
- The list of the points which describe the margins. 
The virtual instrument used for associating a ROI with a window is shown in 

the picture below. 

 
Figure 12.The Virtual instrument for ROI configuration 

 
The window number (between 0 and 15) specifies the number of the windw. 

The default value is 0.  
For a better visualization of the pixel intensity evolution a geometric Vi called 

“IMAQ 3DView” must be used. This Vi can display an image using an anisometric 
view called a histogram. Each pixel is represented as a column  in 3D view. The 
value of the pixel is correlated with the altitude of the column. 

 
Figure 13.The Virtual instrument for Histogram 

 
The entry cluster called “3D Options” has parameters like, “alpha” – which de-

fines the angle between the base line and the horizontal line (0⁰- 45⁰), “beta” – 
which defines the angle between the horizontal and the second base line (0⁰- 
45⁰),  “border” – which defines the dimension of the frame in 3D view, and 
“background” – which defines the background color. An image 3D histogram is 
shown in the following picture. 

 
 

  Figure 14.The 3D Histogram 
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An image histogram indicates the pixels quantitative distribution for each val-
ue of the grey level. It provides a general description of an image and helps to 
identify certain components like the background, the objects or the noise. 

The histogram is a function H, defined in the grey level interval [0,…k,…255] 
for which the number of the pixels equal with the grey level value K is: 

H(k)=nk ; where: 
- K represents the grey level value; 
- nk the number of the pixels from an image that have a grey level value 

equal with k; 
The function of probability for the histogram is shown bellow: 
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There are two types of histograms for an image: the linear histogram and the 
cumulative one. In both cases the horizontal axis represents the grey level interval. 
The vertical axis of the linear histogram indicates the number of pixels that have 
an intensity value of k, and the vertical axis of the cumulative histogram indicates 
the percentage of  the pixels that have an intensity value less or grater than k. 

The cumulative histogram has the following definition: 
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- Hcumul(k) indicates the number of the pixles that have  an intensity value 
less or equal with k. 

The function of probability for the cumulative histogram is : 
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- Pcumul (k) indicates the probability for the pixel’s intensity to be less or 
equal than k. 

 
       Figure 15.The cumulative Histogram 

 
The grey level intervals which contains a concentrate set of pixels indicates 

the presence of a certain significant elements in the image but also the intensity 
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interval. The cumulative histogram shows that the image has some elements which 
represents 80% of it. 

 
4. Case study – Bucharest traffic management system 

This application can be used in traffic management systems that are not 
based entirely on video detection. A similar system is BTMS (Bucharest traffic 
management system) which uses an infrastructure of inductive loops for vehicle 
detection, but it already has an video camera infrastructure used solely for moni-
toring purposes. The problem of this systems consist of the drawbacks of the in-
ductive loops solution, which includes the mounting and maintenance prices.   

The images coming from the video cameras are supervised by the Bucharest 
police and allow the authorities to solve problems like traffic incidents or traffic 
rules disobeying by the traffic participants. 

After a part of the system was installed, a month later: 
- A person has been saved from his own car after he got sick. The incident 

was detected using the video camera infrastructure. 
- Five minor accidents were discovered with the aid of video cameras, and 

the police took action in less than two minutes preventing the apparition 
ah other incidents or traffic jams. 

- The travel time has been improved with 15% concerning that the traffic 
volume increased with 25% in the controlled areas (just 15 junctions were 
monitored when the statistic were made, today over 140 junctions are 
monitored). 

 

 
Figure 16. The BTMS Control center 
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Some may think that video detection is not a mature technology in traffic con-
trol systems, but the fact that the video cameras proved to be a reliable solution, 
when they were tested in comparison with other technologies, makes them a real 
alternative to infrared or inductive loop sensors. 

In BTMS systems were tested several solutions to find the one that fits per-
fectly with the city profile. The most efficient and precise solution proved to be the 
inductive loops, having the lowest error measuring rate from the entire set of de-
tectors used. The next in line were the video cameras, placed far away from the 
stop line, the infrared ASIM detectors and in the last place was taken by the video 
cameras placed closer from the stop line. 

 
Figure 17. The errors of the tested detectors 

 
 

5. Conclusion  

The measurements result indicates the inductive loop as a proper method for 
vehicle detection. But we must consider the major drawbacks of this technology. 
One of them is the time lost with the traffic closing when it comes to mounting this 
type of detector in the traffic junctions. This requires a large amount of money and 
we also cannot neglect the traffic jams caused in other intersections by simply de-
viating the traffic on other links. 

The low price of the equipment won’t be felt because, in a city where the in-
frastructure is repaired at least once in three years, the installation and mainte-
nance cost for the inductive loops will increase way over the price of a video cam-
era infrastructure. 
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The video cameras have a higher equipment cost, but he maintenance cost is 
lower, the reliability is higher and the weather influence on the hardware equip-
ment is way lower than in the case of the inductive loops.   

 
Figure 18. The detectors efficiency 

 
Considering all this facts we can conclude that the video detection is the most 

reliable and precise vehicle detection method that can be used successful in a road 
traffic management system. 
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